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Quantum-Mechanical Calculations of Resonance Raman Intensities: The Weighted-Gradient

Approximation

Andrzej A. Jarzecki*

Department of Chemistry, Brooklyn College and the Graduate School of the City University of New York,

Brooklyn, New York 11210

Received: October 29, 2008; Revised Manuscript Received: January 9, 2009

A framework of the weighted-gradient approach is developed for effective quantum-mechanical modeling of
resonance Raman (RR) intensities with a view toward rationalizing enhancement patterns observed for histidine
and tryptophan side chains. Unlike the single-state gradient approach, this new procedure utilizes the vertical
gradients obtained for all computed excited states to produce an effective gradient and the RR intensity patterns
for a particular frequency of the excitation photon. The dramatic spectral changes observed for the histidine
ring upon its protonation, deprotonation, or deuterium substitution of exchangeable protons is well reproduced
by this model. Spectral comparison for the tryptophan ring clearly demonstrated improved quality of the
weighted-gradient over the single-state gradient approach. Computed spectra exemplify the potential application
of this model to support vibrational studies of electronic and structural interactions of chromophores in proteins.

Introduction

Among the various analytical probes used to investigate a
wide range of important biological or environmental processes,
resonance Raman [RR] spectroscopy is capable of providing
particularly useful data because of the sensitivity of vibrational
frequencies to molecular structure and the electronic sensitivity
conferred by resonance enhancement. This sensitivity makes it
possible to do small molecule spectroscopy inside large
molecules and extract structural details for key molecular
fragments at biologically active sites or detect dynamics of the
surrounding macromolecules.!? For instance, the analytical
utility of resonance Raman excitations in the far ultraviolet
region becomes a significant source of spectroscopic information
on the conformation, hydrogen bonding, hydrophobic interac-
tions, metal coordination, and so forth of protein main chains
and aromatic amino acid side chains.> Among aromatic amino
acids, histidine and tryptophan are particularly important protein
residues. Tryptophan gives the strongest RR signals® which were
successfully applied to study protein environments. The histidine
side chain is frequently involved in catalysis and ligation of
essential metal ions, but the UVRR enhancement of its vibrations
is weak.* Nevertheless, when supported by computational and
experimental spectra—structure correlations, certain signals of
histidine could be detectable in proteins.>~’

The sensitive spectroscopic data available via resonance
Raman for small molecular fragments of macromolecules
naturally presents a unique possibility to employ state-of-the-
art advanced computational methods to predict and support these
experiments with theoretical insights and calibrate or test the
accuracy of existing or newly developed theoretical methods.
Quantum-mechanical calculations of IR and nonresonance
Raman spectra have been remarkably successful in prediction
of vibrational frequencies and intensities, greatly reducing
ambiguities in mode assignments for compounds of the size of
metalloporphyrins® or larger. However, a reliable prediction of
resonance Raman intensity patterns proved to be computationally
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more demanding because modeling of the enhancement is
subject to accurate assessment of propagation of the ground-
state wave function on the potential-energy surface of the
resonant excited state or states.

Most quantum-mechanical methods capable of predicting RR
intensity patterns for biologically significant chromophores
cannot use the “traditional”’, computationally demanding, sum-
overstates formalism.’ Instead, the calculations utilize ap-
proximations that originate from the single-state time-dependent
formalism developed by Heller and co-workers!® often in
combination with transform methods for empirical corrections
such as the Kramers—Kronig transform of an experimental
absorption spectrum.!! The most commonly used methods, the
displacement'? and gradient'? approximations, were moderately
successful, but their general success in predicting observed
intensity patterns was sometimes questionable. Most recent
developments to improve on the reproducibility of experimental
RR intensities and excitation profiles focus on derivations of
new relations to evaluate the time-dependent wave pocket
overlap in the case of frequency changes between the ground
and excited states, incorporation of inhomogeneous broadening
effects,'* and solvent effects.'> Other electronic parameters such
as Duschinsky rotations,'® anharmonicities, overtones, and
nonaddiabatic effects of electronic transitions were also inves-
tigated. Interestingly, Schatz and co-workers!” developed an
alternative approach which effectively evaluates resonance
Raman scattering from the geometrical derivatives of the
frequency-dependent polarizability by including a finite lifetime
of electronic excited states using TD-DFT. This method could
be considered as an attractive option for large molecules,
although inherently limited by many of the same approximations
as used in the excited-state gradient approximation method.

In general, the key shortcomings of successful prediction of
RR spectra using the current time-dependent formalism always
recognize effects of close-lying excited states and the necessity
to single out the state which is most likely in resonance with a
particular laser excitation. Therefore, development of efficient
procedures to predict which excited state or states might be most
appropriate to obtain accurate enhancements for a particular laser
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excitation and at the same time to make knowledgeable
negligence of other electronic excitations could present the
opportunity to study not only specific enhancements of molec-
ular vibrations but also the complexity and specificity of
resonance enhancement, and extend a conventional viewpoint
of the state-specific approach to the photon-specific multistate
approach.

Here, we present the refinement methodology to improve on
the generally accepted gradient approximation of a propagation
of the ground-state wave function on the resonant excited state
that is generalized to look out for effects of close-lying excited
states. Unlike the single-state gradient approximation, the
refinement procedure utilizes a manifold of computed excitations
in the UV spectral region to produce the weighted gradient
which could be effectively evaluated for a particular excitation
wavelength in the computed spectral region. Hence, in principle,
it provides the quantum-mechanical means to compute not only
RR intensity patterns but also the excitation profiles of
vibrational bands. In addition, illustrative calculations of RR
spectra for biologically relevant chromophores; a histidine
residue with its various side chain forms and a tryptophan side
chain, are presented here to demonstrate the accuracy of the
model and exemplify its potential application for molecular
systems.

Methodology

Scattering Tensor and UVRR Enhancement Mechanisms.
The theory of the resonance Raman scattering differentiates two
major intensity enhancement mechanisms that play a dominant
role in the RR spectra: (1) the Franck—Condon (F—C) scattering
and (2) the Herzberg—Teller (H—T) vibronic coupling. The
Franck—Condon mechanism is most pronounced for strongly
allowed electronic transitions with large values of dipole
moments (xg) and substantial magnitudes of the Franck—Condon
integrals upon electronic excitation, such as electric-dipole
allowed o—o*, m—a*, and charge-transfer transitions. Excita-
tions into a weak electronic transition such as forbidden 7—s*,
ligand field d—d, and spin forbidden transitions will not produce
significant Franck—Condon scattering. On the other hand,
Herzberg—Teller scattering is most pronounced when the
exciting frequency is tuned to a weakly allowed electronic
transition that is mixed vibronically with a nearby strong one.
The Franck—Condon scattering mechanism is commonly ex-
pected and observed in RR spectra, while the Herzberg—Teller
scattering becomes significant and is observed for specific
molecular circumstances.'®

Starting from the Kramers—Heisenberg dispersion equation
and a Taylor series expansion of the transition dipole moment,
U, along a vibrational normal coordinate, Qy, in the adiabatic
Born—Oppenheimer approximation both F—C and H—T mech-
anisms in resonance Raman scattering yields the following
expressions for the components of the transition tensor’
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Hence, the quantum-mechanical prediction of the intensity
patterns in the RR spectra resulting from the F—C mechanism
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under conditions of resonance (% — v = ;) that is modulated
by a damping factor (i) relies on accurate evaluation of the
dipole moment of the electronic transition, pt?, and the
Franck—Condon overlap integrals between the vibrational
wave functions of the vibrational levels of the resonant excited
state le*Owith the initial Ig'Cland final |fCvibrational levels. For
the fundamental Raman transition, the vibrational levels |[fCand
lg/Oare simply lg'Tand Ig°0of the ground electronic state.
Unfortunately, explicit computation of the wave function
propagation and the F—C integrals for most systems of chemical
and biochemical interest exceeds a practical limit due to the
size of the problem. Nevertheless, within the harmonic oscillator
approximation and following Manneback’s recursion formula,'’
it can be shown that the F—C integrals become nonzero for
transitions between electronic states if there is a shift AQ, in
the excited-state potential along the vibrational coordinate k
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where uy is the effective mass and »§ and ¢§ are vibrational
frequencies of the kth vibrational mode for the resonant and
ground electronic states. In this expression the evaluation of
the F—C component of the transition tensor becomes accessible
for more realistic molecular systems. Furthermore, assuming
the displaced harmonic oscillator model® to approximate the
resonant state potential by a shifted potential of the ground state,
vf = 1§, the equation for the ¢f shift simplifies, and the structural
change along the normal mode AQ; upon excitation of the
molecule within Heller’s time-dependent formulation'®!® is
easily linked to the gradient computed at the relevant resonant
state or states in the Franck—Condon region
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where the resonant state gradient, (0E,/0Qy), vibrational force
field of the ground state and the electronic transition dipole
moment g is sufficient to compute the F—C component of the
transition tensor, [azc]% 7.

Raman Intensities. The RR intensity for F—C transition
collected at 77/2 angle is proportional to the product of transition
polarizability tensor with its complex conjugate and leads to
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where each vibrational mode k is treated as an independent
oscillator and the F—C overlap is evaluated within the gradient
approximation. With a typical assumption of the short-time
propagation'® of the ground-state vibrational wave function on
the single, nondegenerate resonant state potential-energy surface,
eq 5 for RR intensity simplifies to?"-?2
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This gradient formulation of resonance Raman phenomena
provides an attractive physical basis for the Raman scattering
by connecting excited wave pocket motion on the resonant state
to the force at the vertical excitation. However, the limits of
this single-state gradient formulation are clear when the resonant
states of interest are degenerate or nearly degenerate. In these
cases, the RR intensities are subject to interferences between
closely spaced electronic components and their resonant con-
tributions add or subtract at the amplitude level, significantly
alternating the intensity patterns.

Weighted-Gradient Correction. In principle, the limitation
of the single-state gradient formulation briefly described above
can be easily corrected and extended to all computed states of
the electronic absorption spectrum by introducing the weighted-
gradient approximation, where each computed excited-state
gradient is weighted by the appropriate Wrg factor at the

amplitude level as shown in eq 7
oE, W
an Te

The equation distinguishes two key factors that modulate a
gradient contribution at the amplitude level for a particular
frequency of the excitation photon: (1) square of an electronic
transition dipole moment |21* (oscillator strength of an electronic
transition) and (2) the newly introduced weighting factors Wr,
which depend on the frequency of the incident light, v,, and
the energy offset I', for a particular excited state. A natural
choice for evaluating weighting factors Wr, might be a Gaussian
or a Lorentzian profile or a combination of these (a Voigt
function). In the present study, a Lorentzian profile was chosen
to compute the weighting factors according to the formula
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where a particular electronic transition “* — ¢4 is characterized
by an empirically determined energy offset (damping parameter
I'.) and a proportionality constant N normalizes eq 8 so a full
spectrum of computed weighting factors sum up to unity. Note
that the equation is normalized at the amplitude level, therefore,
the gradient amplitude of a particular excited state along a
vibrational mode k contributing to its RR intensity is directly
expressed as the fraction of the weighted gradient. Satisfactory
demonstration of a correction for RR intensities that arise from
near-degenerate resonant states were previously demonstrated
for free-base porphyrins using the “effective force” approxima-
tion for the B excited states by weighting the computed closely
spaced B, and B, state gradients by two adjustable factors,'*
which is formally the case of a simple two-state weighted-
gradient approximation.

Unlike the single-state gradient approximation, a new for-
mulation of weighted gradients spans all frequencies of the
computed electronic absorption and provides quantum-mechan-
ical insight into the variation of resonance Raman intensity of
the vibrational modes with excitation wavelength, a plot of
which is known as an excitation profile.!®?* Such a plot tracks
the absorption spectrum (electronic excitations) in a general way
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but differs from it in detail, often revealing more structure. The
excitation profile emphasizes electronic factors that are particu-
larly sensitive to the mode under consideration, while the
absorption shows no such selectivity. Consequently, the excita-
tion profile of the vibrational modes can provide information
about the excited state that may be hidden in the absorption
spectrum.?® The quantitative analyses of excitation profiles and
RR intensities are of considerable general interest; however,
experimentally they are limited to specific or relatively narrow
frequency regions because of the constrained capacity to change
laser excitations. In principle, computational modeling of the
excitation profiles within the weighted-gradient approximation
provides an effective tactic for quantum-mechanical exploration
of electronic excitations.

The accuracy and reliability of computed RR spectra and
excitation profiles within the weighted gradient approximation
rely on the precision of predicted molecular properties such as
the ground-state geometry, the ground-state vibrational force
field, excited-state gradients, their oscillator strengths, and
damping parameters, I', characterizing spectral profiles.

Ground-State Geometry and Force Field. [llustrative model
calculations of the ground-state geometries, harmonic force
constants, and frequencies were performed using density
functional theory with the B3LYP nonlocal hybrid functional
and moderate 6-31G* basis sets as implemented in the Gaussian
03 suite of programs.?* To improve the quality of the computed
frequencies and normal modes, the computed models were
imbedded in an aqueous environment mimicked by a polarizable
cavity, i.e., the polarizable continuum model (PCM)® as
implemented in Gaussian 03. It is important to point out that in
this model the nature of solute—solvent interactions is purely
electrostatic and any specific molecular interactions such as a
possible formation of hydrogen bonds is excluded from calcula-
tions. Nevertheless, the PCM treatment has been successfully
applied in the computation of numerous molecular properties
including molecular geometries and harmonic force fields in
various solvents, giving confidence in the predicted ground-
state vibrational modes. When desired, even further refinement
of PCM DFT force constants and frequencies might be easily
accessible by employing scaling procedures such as the scaled
quantum-mechanical (SQM) with transferable scaling factors®®
(see below). The line shapes for all computed vibrational spectra
were simulated with 5 cm™! half-bandwidth Lorentzian profiles.

Excited-State Gradients. RR intensity prediction requires
accurate estimation of excited-state gradients in the Franck—
Condon region, although the excitation energies themselves need
not be accurately computed. Good efficiency of prediction of
the RR intensities was previously demonstrated for Ni porphy-
rins using the semiempirical ZINDO approximation,?’ and for
imidazole and N-methylmesoporphyrin using the CIS (config-
uration interaction with single excitations)?® and CASSCF%
(multireference wave function) methods for selected electronic
excited states. Recently developed time-dependent DFT meth-
ods*® are dramatically increasing in popularity due to improved
quality in computed excitation energies.'> TD-DFT methods are
an engaging choice to explore the accuracy of density functionals
in predicting RR intensity patterns, however, fast analytical
evaluation of TD-DFT excited-state gradients is not yet com-
monly implemented, and these gradients need to be calculated
by numerical differentiation that increases the computational
cost and could contain a certain amount of numerical noise
resulting from finite convergence or other cutoffs. If analytical
gradients are available, the calculations become particularly
efficient since gradients are obtained at the computational cost
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of a single excited-state calculation. The efficiency might be
particularly significant when a large number of excited-state
gradients need to be evaluated. Therefore, previously tested'**®
competence and easy access to analytically computed gradient
as implemented in commonly available quantum chemical
packages, makes the CIS approximation the most appealing
choice for prediction of resonance Raman spectra for presented
studies at this moment.

All model ultraviolet absorption spectra in this study were
calculated based on evaluation of the 60 lowest electronic
excitations from the computed PCM DFT ground-state geometry
employing the CIS level of theory and 6-31G* basis sets. In
addition, the PCM procedure was employed for all evaluated
excitations and excited-state gradients. Line shapes of computed
UV spectra were simulated based on computed oscillator
strengths and adoption of a Lorentzian band profile with a 0.350
eV half-bandwidth for each computed singlet—singlet excitation.

Ground-State Gradient Correction. A requirement for
gradient correction in the similarly outlined calculations of RR
intensities was already demonstrated for N-methylmesopor-
phyrin,'*" and similar correction was employed to shift excited-
state displacements relative to the ground-state equilibrium
geometry.'* When the excited-state gradients or their displace-
ments are evaluated on different levels of theory than the
equilibrium ground-state geometry (optimized gradients), the
difference in the evaluated potentials introduces residue gradients
or deterioration of displacements for which the excited states
or displacements need to be corrected. In the RR calculations
outlined here, the PCM CIS calculations involve excitations from
a PCM HF reference potential, which does not produce the same
ground-state equilibrium geometry as the PCM DFT potential.
The corrected gradients are obtained according to

(8Ee) B (8E) . (BE) ©
an corr B an CIS 8Qk HF

where subscripts CIS and HF denote the computed PCM CIS
and PCM HF gradients on the corresponding potential-energy
surfaces along a normal coordinate k at the PCM DFT ground-
state equilibrium geometry and the subscript corr indicates the
corrected gradients. This correction is essential and has large
effects on the computed intensities especially for low-frequency
modes.

Oscillator Strengths and Damping Parameters. Generally,
the line shape of the simulated absorption spectra is produced
based on the computed oscillator strengths of the electronic
transitions and an empirically adjusted damping parameter or
parameters that are functions of the resonance distribution
profiles for these transitions. Usually the applied spectral line
profiles are Gaussian, Lorentzian, or Voigt functions, but the
choice might vary and be adjusted empirically. In the present
studies, we applied a default strategy where oscillator strengths
are computed at the PCM CIS level of theory and a Lorentzian
spectral profile is parametrized by a single half-bandwidth I' =
0.350 eV, collective for all computed excitations. This strategy
was also used to simulate the illustrative electronic absorption
spectra and evaluate the weighting factors Wr; to produce
weighted gradients. In principle, the procedure might be
improved further by introducing new or larger sets of damping
parameters or applying a more accurate evaluation of oscillator
strengths via quantum-mechanical or empirical adjustments.
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SCHEME 1: Structural Diagrams for the Imidazole and
Histidine Derivatives and Tryptophan Included in the
Computational Studies

NN W NNy
ImH ImH,*
H, H,
H3C/C \/ HSC/C\
NN N
His tautomer t His tautomer n
H, H,
He? HSC/C\;
RN L
His* His"

Trp

Illustrative Calculations

Both histidine and tryptophan side chains have been chosen
to illustrate the computational effectiveness of the weighted-
gradient approximation to predict resonance Raman intensity
patterns. Examples of the imidazole ring and histidine are
especially important since they provide a unique opportunity
to test the computational power to predict the dramatic
spectroscopic changes of RR signals observed when the ring is
protonated or if the exchangeable protons are replaced by
deuterium.*>'?31 Also, successful detection of the histidine
environment by UVRR spectroscopy might greatly increase its
applications to study enzyme active sites in which the histidine
often plays a key role in catalytic activity.

The models of tryptophan and histidine in this study were
built by cutting the residues at their backbone and replacing
the C, atoms with a methyl —CHj; group (Scheme 1). The
models are chosen to avoid complications associated with
rotational orientation of the side chain with respect to the plane
of a peptide bond. This rotation is known to modulate some
vibrational frequencies, such as the W3 mode of tryptophan,?!
but these variations are not a focus of the present study.

UV Absorption Spectra. PCM CIS computed UV absorption
spectral lines of tryptophan and various protonation states of
the histidine ring in comparison with experimental data®* are
shown in Figure 1. As expected, the computed spectra are shifted
toward higher frequencies due to the set of approximations
within a chosen level of theory. Nevertheless, as it was pointed
out above, the errors of computed excitation energies do not
propagate to the computed RR intensities. Careful examination
of computed electronic transitions and direct comparison with
experimental UV spectra indicate that errors are quite systematic
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Figure 1. Calculated and experimental UV absorption spectra for
tryptophan and hisitidine amino acids. Calculated spectra show four
different forms of the histidine ring: His (z-isomer, red; sz-isomer,
magenta), His* (blue), and His™ (green).

and easily corrected by a constant shift applied to a computed
wavelength. It has been found that a 65 nm shift recalibrates the
computed excitation wavelengths and places computed bands and
patterns of tryptophan and histidine side chains, giving quite good
agreement with experimental spectra. This simple correction implies
that the experimental excitation at 229 nm used to measure
imidazole and histidine UVRR spectra corresponds to a computed
excitation at 164 nm, and the 218 nm excitation applied for
tryptophan experimental spectra corresponds to a 153 nm computed
wavelength, as indicated in Figure 1. It is worth mentioning that
additional validation for the chosen calibration constant was
achieved by examining the computed excitation profiles (not
shown) for the characteristic vibrational bands of histidine and
tryptophan models. These excitation profiles show maximal UVRR
enhancements for histidine models around 164 nm and for a
tryptophan model around 153 nm.

UVRR Spectra of ImH and ImH,". Understanding the
nature of imidazole (ImH) and imidazolium cation (ImH,") RR
bands, two biologically important forms of the side chain of
histidine, has played a key role in searching for characteristic
UVRR patterns of histidine in proteins. Experimental UVRR
spectra with 229 nm excitation in aqueous solution for ImH
and ImH," are compared with computed spectra in Figure 2.
The intensity patterns show enhancement of in-plane ring modes
consistent with resonance with the allowed w—s* electronic
transition as a dominant factor. A characteristic pattern of
decaying intensities of five bands for imidazole ring deforma-
tions in the 1200—1600 cm™! region is well reproduced in the
computed spectrum. Starting with the most intense peak
observed at 1259 cm™! and computed at 1283 cm™!, the pattern
ends with the weakest band observed at 1534 cm™! and
computed at 1562 cm™'. An enhancement pattern for the
remaining bands observed in the lower frequency region,
900—1200 cm™!, is also well reproduced.

Protonation of the imidazole ring produces the cationic
imidazolium ring and a dramatic perturbation of the RR
spectrum. Only two strong bands now appear, observed at
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Figure 2. Calculated (red) by the weighted-gradient approximation

and experimental (black) UVRR spectra for neutral imidazole (top two)
and the cationic imidazolium form (bottom two).

around 1211 and 1456 cm™!. This dramatic simplification of
the spectra is also well reproduced in the computed spectrum
with two strong bands predicted at 1226 and 1473 cm™!. A few
weaker features of the spectrum predicted at around 915, 1108,
and 1123 cm™! are observed at 929, 1102, and 1130 cm™'. The
overall agreement of predicted patterns with experiments is quite
satisfactory, and all enhanced fundamentals might be easily
assigned to observed bands. Computed frequencies are found
to be slightly higher, which is expected due to limitation of the
theory and the anharmonicity of vibrational modes. In principle,
however, this minimal discrepancy could be easily adjusted
empirically and by scaling the DFT force field.?

UVRR Spectra of His, His™, and His~. When the imidazole
model of histidine side chain is extended to 4-ethylimidazole,
four different protonation forms result: the two neutral tautomers
in which either of the two nitrogen atoms are protonated and
the imidazolium form and imidazolate form that are protonated
and deprotonated at both nitrogen sites (Scheme 1). The
absorption spectra for these forms show only minor changes,
but their UVRR patterns are distinctly different. In addition, if
exchangeable protons are replaced by deuterium, the intensity
patterns undergo dramatic changes. In principle, these changes
might be utilized for spectroscopic identification of tautomeric
or protonated forms of histidine side chains in proteins. Figures
3, 4, and 5 show computed enhancement spectra of the four
protonation forms of histidine in HO and D,O compared to
their experimental spectra with 229 nm excitation.”*! The
comparison demonstrates quite good agreement of model spectra
with experiment, allowing for unambiguous vibrational band
assignments and identification of tautomer markers for neutral
histidine (Figure 3). Some pairs of RR bands characteristic for
the 7 and s tautomers are observed experimentally at 1587/
1573, 1287/1265, and 1007/988 cm™! in H,O, have been
previously identified by Ashikawa and Itoh® and are now
confirmed in our modeling. However, their specific assignment
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Figure 3. Calculated by the weighted-gradient approximation (7 isomer
in red and st isomer in blue) and experimental UVRR spectra for the
neutral histidine side chain (black) in H,O (top three) and D,O (bottom
three).
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Figure 4. Calculated (red) by the weighted-gradient approximation
and experimental (black) UVRR spectra for the imidazolium form of
the histidine side chain in H,O (top two) and D,0O (bottom two).

of observed signals to specific tautomers is in disagreement with
our models, which argue that the higher frequency in the pairs
should be assigned to the 7 tautomer and not to the st tautomer
as previously suggested.?! This disagreement needs to be
investigated more, but nevertheless, the overall agreement allows
for full spectral assignment of the bands and the spectra—structure
correlation. Interestingly, the deuterium substitution of the
exchangeable protons in neutral histidine predicts quite different
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Figure 5. Calculated (red) by the weighted-gradient approximation
and experimental (black) UVRR spectra for the imidazolate form of
the histidine side chain.
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Figure 6. UVRR spectra calculated by the weighted-gradient ap-
proximation (red) and gradient approximation (blue) within the
particular single resonant state for the tryptophan side chain model and
experimental (black) UVRR spectrum for tryptophan amino acid.

intensity patterns for these tautomers, especially around
1250—1350 cm™!. The 7 tautomer shows only one intense band
that is assigned to the observed band at 1374 cm™!, while the
7T tautomer gives two strong signals both of which are likely to
contribute to the broad band observed at 1324 cm™!. Also, the
band observed at 1107 cm™! is assigned to the 77 tautomer, while
the band observed at around 1482 cm™! is dominated by the 7
tautomer.

Full protonation of 4-ethylimidazole reduces the number of
isomers to one, and as expected, the 229 nm enhancement
pattern is quite similar to those found for the imidazolium cation,
but the spectra are slightly more structured due to the presence
of the ethyl group. Again, computed spectra are able to
reproduce the characteristic two strong signals observed at 1200
and 1493 cm™! with weaker features observed at 1634, 1441,
1269, 1095, 997, and 926 cm ™.
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TABLE 1: Selected Vibrational Frequencies for Tryptophan Model, Their Reduced Mass, and Effective Force Constants Along
with Normalized Weighted Gradient Contributions of Particular Electronic Excitations

gradient (mdyn) contributions to WG at 153 nm

single states

sum of states

relative RR  in-plane W
freq  m (amu) k (mdyn/A) root=3 root=4 root=15 root=6 main remaining complete  intensity assignment
7582 29537 1.0004 —0.0175 —0.0120 —0.0147 —0.0054 —0.0496 —0.0036  —0.0532 1835.1 W18
8674  4.4101 1.9547 0.0210 0.0085 —0.0034 0.0030 0.0291 0.0012 0.0303 347.2 W17
987.4 14918 0.8569 0.0121 0.0059 0.0122 0.0077 0.0380 0.0041 0.0421 1747.2 W16
996.5  2.1372 1.2503 0.0138 0.0143 0.0094 0.0038 0.0414 0.0023 0.0437 1300.8 W15

1179.0  1.2391 1.0147 0.0115 0.0032 0.0067 0.0038 0.0253 0.0029 0.0282 787.4

12343 1.6473 1.4786 0.0251 0.0082 0.0078 0.0022 0.0434 0.0058 0.0492 1728.7 W10
13247 2.3380 24173 —0.0312  —0.0055 0.0020 —0.0094 —0.0441 —0.0010 —0.0451 953.2 W7
15424 5.1503 7.2185 —0.0281 —0.0267 —0.0459 —0.0174 -0.1180 —0.0130 —0.1310 3133.6 W3
1565.6  5.5736 8.0489 —0.0210 0.0137 —0.0415 —0.0085 —0.0573 —0.0165 —0.0738 904.4 w2
1612.6  6.0419 9.2567 —0.0468 —0.0002 —0.0089 0.0053 —0.0505 —0.0081 —0.0586 511.4 Wi

TABLE 2: Normalized Weighting Factors (Percentage) for Four Main Electronic Transitions at a Particular Excitation
Wavelength for Various Protonation Forms of Imidazole, Hisitidine, and Tryptophane Models

at 164 nm ImH  ImH," Im~ His(r)  His(m) His™ His™ at 153 nm root Trp
HOMO — LUMO 60.4 61.6 28.8 39.6 50.2 45.0 39.3 HOMO — LUMO+1 3 324
HOMO — LUMO+1 4.2 11.0 20.5 16.9 8.8 26.0 21.7 HOMO-1 — LUMO-+1 4 18.1
HOMO-1 — LUMO 12.4 8.6 15.0 15.1 9.3 8.5 6.0 HOMO — LUMO+2 5 26.7
HOMO-1 — LUMO+1 3.6 2.6 11.7 2.8 2.8 1.9 9.9 HOMO-2 — LUMO 6 11.1
sum of contributions
main 80.6 83.8 76.0 74.4 71.1 81.4 76.9 main 88.3
remaining 19.4 16.2 24.0 25.6 28.9 18.6 23.1 remaining 11.7

Upon substitution of exchangeable protons by deuterium,
the spectrum of the imidazolium changes to give one
prominent signal observed at around 1408 cm™' that is
reproduced in calculations along with other observed weakly
enhanced signals (see Figure 4). The UVRR spectrum of fully
deprotonated 4-ethylimidazole is also well reproduced in
calculations with characteristic intense structure of four
fundamentals observed at around 1224, 1233, 1257, and 1262
cm™! and the band at 1528 cm™' (see Figure 5).

UVRR spectra of Trp. It has been demonstrated that the
RR enhancement of tryptophan is a very responsive probe of
hydrophobic and hydrogen-bonding interactions and a sensitive
conformational marker in proteins. Therefore, successful model-
ing of intensity patterns of tryptophan upon resonant excitation
could serve as an important benchmark for our study. A direct
comparison of experimental spectra to computed spectra is
presented in Figure 6. In this case, the DFT ground-state
vibrational force field for the ethyl-indole model has been refined
by the scaled quantum-mechanical (SQM) procedure® to
demonstrate the effects of scaling. The agreement of a predicted
spectrum using the weighted gradient approximation in com-
bination with the SQM procedure with an experimental spectrum
with 218 nm excitation®! is excellent. All observed bands and
their intensity patterns are well reproduced, with well-resolved
signals of W3, Wy, and W,g bands that play a key role in
probing the protein environment.

Figure 6 demonstrates the effects of the weighted-gradient
approximation vs a standard single-state gradient approximation
showing results when only a particular single state is taken into
account. There are four excited states that have the largest
contribution for the weighted gradient approach computed at
153 nm: root = 3, HOMO — LUMO+1 a transition computed
at 163 nm with 32%, root = 4, HOMO-1 — LUMO+1 a
transition computed at 162 nm with 18%, root = 5, HOMO —
LUMO+2 a transition computed at 155 nm with 27%, and root
= 6, HOMO-2 — LUMO a transition computed at 143 nm with
11% contribution. The remaining 12% comes from all other
excitations but with significantly smaller individual contributions

to the weighted gradient. Nevertheless, when each of the four
key resonant states is singled out to compute the resonance
Raman spectral pattern, the experimentally observed pattern is
not reproduced too well. Even though the excitation at 163 nm
(root = 3) has the largest contribution at the amplitude level,
the computed UVRR spectrum resulting from this state shows
a large overestimation of intensity for W, W5, and W, bands
and underestimation for W,, W3, and W4 as well as activation
of other modes that are not prominent in the observed spectrum.
In fact, none of the spectra computed with a single-state gradient
approximation are capable of reproducing the experimental
pattern as successfully as the weighted-gradient approach. This
comparison clearly illustrates that the weighted-gradient ap-
proximation could easily correct for many common shortcom-
ings and problems associated with prediction of resonance
enhancements using a single-state gradient approach. Addition-
ally, the gradients of key electronic states at 153 nm excitation
along selected vibrational modes of the tryptophan model are
listed in Table 1. The table illustrates the effect of gradient
mixing at the amplitude level at which the resonant gradient
contribution might add to enhance the intensity or subtract to
weaken the intensity of a particular vibrational mode. RR
intensities for most of selected modes of tryptophan are governed
by gradients of four main resonant states with matching signs
leading to gradient addition and increased intensities. However,
gradients along Wy, W5, W5, and W; modes indicate alternation
of a sign leading to a gradient subtraction and reduced
intensities. For instance, the intensity for the W; mode shows
mainly gradient contributions with a positive sign where the
largest contribution is from the HOMO — LUMO+1 electronic
transition (root = 3). However, the effective intensity of the
mode is weak since it is reduced by a negative gradient
contribution from the HOMO — LUMO+2 electronic transition
(root = 5). The same electronic transitions are key components
for modulating the intensity for W;; mode, however, in this
case, most of the gradient contributions indicate a negative sign
at the amplitude level that is counterweighted by a positive
contribution from root = 5. Similarly, the intensity for the W,
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mode is reduced due to a gradient sign alternation calculated
for the HOMO-1 — LUMO+1 resonant transition (root = 4),
and the intensity of the W; mode is reduced due to a sign
alternation of the gradient predicted for the HOMO-2 — LUMO
transition (root = 6).

Conclusions

The present study provides a basis for evaluating the
electronic and vibrational factors that govern the Franck—Condon
enhancement mechanism of resonance Raman active vibrations.
The methodology utilizes the vertical gradients obtained from
a manifold of computed electronic excitations to produce an
effective weighted-gradient that is unique for a particular
excitation wavelength. Therefore, unlike the specific-state
gradient approach, this new approach allows for the effective
quantum-mechanical estimation of spectral changes due to the
excitation wavelength or the excitation profiles for particular
vibrational modes. The efficiency of this procedure has been
illustrated for biologically relevant chromophores and showed
good agreement between observed and calculated RR spectra.
Resonant enhancements resulting from the allowed m—m*
electronic transitions were demonstrated by comparison of
experimental with calculated UVRR spectra of histidine and
tryptophan side chains. Interestingly, the controlled accessibility
of the manifold of excited states by a resonant photon in the
weighted-gradient approach provides an interesting assessment
of enhancement conditions and an easy comparison to the single-
state treatment. Table 2 lists the normalized distribution of
weighting factors for key electronic transitions that resonate with
a particularly chosen excitation wavelength: 164 nm for histidine
models and 153 nm for a tryptophan model. The distribution
demonstrates that for the ImH and ImH," models a single
electronic transition (around 60% for the HOMO — LUMO
transition) strongly dominates and controls the calculated RR
spectra, and indeed, previous single-state CIS prediction'3*
produced quite satisfactory results for these models. However,
the single-state approach was not as adequate for other molecular
systems presented here. As shown in Table 2, the Im™ model
requires as many as four key electronic transitions, all with
significant contributions: (1) HOMO — LUMO, (2) HOMO —
LUMO++1, (3) HOMO-1 — LUMO, and (4) HOMO-1 —
LUMO+1. Similarly, “His” models demonstrate significant
contribution from at least two or three excited states except for
the His(;r) tautomer which shows as much as 50% from the
HOMO — LUMO transition, and the tryptophan model requires
at least four transitions (see above). As could be expected, a
sum of normalized contributions from the main electronic
transitions is averaging quite high, around 78% for histidine
models (at 164 nm excitation wavelength) and 88% for
tryptophan (at 153 nm excitation wavelength). Hence, failure
to predict RR spectra for these systems is likely due to an
insufficient single-state description to satisfy the requirement
of inclusion of multiple states under these enhancement
conditions.

The potential application of the weighted-gradient model to
predict, identify, and analyze RR intensity patterns of metal-
loproteins, including toxic metals, is our immediate interest. In
principle, however, it could provide a means to quantitatively
and effectively analyze RR intensities and identify electronic
and structural interactions occurring within the protein environment.
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